I’m writing a series of posts on various function options of the glmnet function (from the package of the same name), hoping to give more detail and insight beyond R’s documentation.

In this post, we will focus on the **standardize** option.

For reference, here is the full signature of the glmnet function:

glmnet(x, y, family=c("gaussian","binomial","poisson","multinomial","cox","mgaussian"),

weights, offset=NULL, alpha = 1, nlambda = 100,

lambda.min.ratio = ifelse(nobs

Unless otherwise stated, ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAICAMAAAD3JJ6EAAAAA3NCSVQICAjb4U/gAAAAKlBMVEXc3Nx2dnb///8MDAzu7u6YmJjMzMy6urpmZmYnJydERESqqqpUVFSIiIjlmnCDAAAAPklEQVQImRXKQQ7AMAjEwMUhAZr2/98t3KyRxTbFtQ06+kqwOoM08EmoA/eZHOCdl2hg+XFhvarYrdkrGeIHNIwBLI91lwYAAAAASUVORK5CYII=) will denote the number of observations, ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC) will denote the number of features, and fit will denote the output/result of the glmnet call. The data matrix is denoted by ![X \in \mathbb{R}^{n \times p}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEUAAAANCAMAAADIWFMaAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+6urpUVFSIiIiqqqrc3NzMzMyYmJh2dnYHBwcvLy/u7u5mZmZERETDnJbjAAABBUlEQVQokY1TWZbEIAgsAXG//3UHtDOtSfebqQ9f2AqoKAAEKlUBKZXxCalSL1THHm1upHjklWyHfubwNsGLunYgMot4YmCILDvrSsvF7PSNxFg8mJuofQ6gTmf3gqCE2FdaLNKOSVongxwsHNUcLAh5OlfYbHmxYJySKB0bX7OweUcDaZj7J6cht6+8spc1emzECDV7J1som6rN53F1a0rXyOCp7wUJD5Zacz3/yLOhRNf3F30Q3XVJgRVPyFuJoK7vO8S3rlMXwm3PiXEpC5ceY7xD95szWSJrxnesGtn17efw69blyDe9Ng4qPmmzV7Dt1PPGKfYC/CaMvq/9Hyhv6v6JH7BEBczZrMXIAAAAAElFTkSuQmCC) and the response is denoted by ![y \in \mathbb{R}^n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADAAAAAQCAMAAABncAyDAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+6urpUVFSIiIjc3NyqqqpmZmaYmJgyMjLu7u7MzMwWFhZ2dnZERESIsWrXAAAAzElEQVQokZVSC27FIAxzyAcIcP/rLqh9b9BWnWYJCYwNtgB4Qy7JWiqDX1UriGqIzQ0QZtU/nUSSgV7VYzqAcpdUSwHdDCweBCuoT06Dqh+rJ3m6gYMdFckJ4tIAHef56RaJQaXP7CHpWUDgaGRnG6WbobRetltR6BgTNlK6dsjEvrWMRGjngvezjg4JW1APMX0784NB2PvCSYjTlzC/GObDdeG1m+Xc9HfVl1Q6v0Y4hi0KLBWOVEvpJ7SKbC/7V0TG+vBDXpCV6z/kP6RGBID+gpkpAAAAAElFTkSuQmCC).

**standardize**

When standardize = TRUE (default), columns of the data matrix x are standardized, i.e. each column of x has mean 0 and standard deviation 1. More specifically, we have that for each ![j = 1, \dots, p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFMAAAAQCAMAAABdoLPwAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqpmZmaYmJjc3NwyMjLu7u4LCwtMTEwiIiK6urp2dnaIiIjMzMwgHjwpAAAAu0lEQVQ4ja1U2RKEIAxLt7Xc//+7ixzqg6K7khfKpASbiQAFopgO668YZTv7ssRxma0J0H+axDRFk0MiClJKyODcc01J5BS++O/h+7nPBv5d0yOErGzqbq3ff2eNT++3c/yE0XXUvS54NTvErVqy11fgointDoknS2c568Rm4+BXkbiYkJ3hNgq7k6Wzn0jU57OMW4jcs+7QY4b9FZcPwoFtKYIapSevxCAZnd1SnnM0COcGTbdssq56+AXgzwOeoHdnVgAAAABJRU5ErkJggg==),
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Why might we want to do this? Standardizing our features before model fitting is common practice in statistical learning. This is because if our features are on vastly different scales, the features with larger scales will tend to dominate the action. (One instance where we might not want to standardize our features is if they are already all measured along the same scale, e.g. meters or kilograms.)

Notice that the standardization here is slightly different from that offered by the scale function: scale(x, center = TRUE, scale = TRUE) gives the standardization
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We verify this with a small data example. Generate data according to the following code:

n <- 100; p <- 5; true\_p <- 2

set.seed(950)

X <- matrix(rnorm(n \* p), nrow = n)

beta <- matrix(c(rep(1, true\_p), rep(0, p - true\_p)), ncol = 1)

y <- X %\*% beta + 3 \* rnorm(n)

Create a version of the data matrix which has standardized columns:

X\_centered <- apply(X, 2, function(x) x - mean(x))

Xs <- apply(X\_centered, 2, function(x) x / sqrt(sum(x^2) / n))

Next, we run glmnet on Xs and y with both possible options for standardize:

library(glmnet)

fit <- glmnet(Xs, y, standardize = TRUE)

fit2 <- glmnet(Xs, y, standardize = FALSE)

We can check that we get the same fit in both cases (modulo numerical precision):

sum(fit$lambda != fit2$lambda)

# 0

max(abs(fit$beta - fit2$beta))

# 6.661338e-16

The documentation notes that the coefficients returned are on the original scale. Let’s confirm that with our small data set. Run glmnet with the original data matrix and standardize = TRUE:

fit3 <- glmnet(X, y, standardize = TRUE)

For each column ![j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAQCAMAAAAcVM5PAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///+qqqpUVFSYmJjc3Nzu7u4LCwu6urp2dnZEREQyMjIiIiLsS5ARAAAAQklEQVQImW2MSxLAMAhCwU9M0/vftx1DdmEhb0QBWpHb8RTuorPdEauhUEvZnOebgqG+eLVwE5ifk/hHjuROjF3yAS13AK6nVLGCAAAAAElFTkSuQmCC), our standardized variables are ![Z_j = \dfrac{X_j - \mu_j}{s_j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGEAAAAoCAMAAADZj2Q1AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///8AAABOTk5mZma6urqIiIiqqqoXFxfu7u6YmJjc3NzMzMwyMjJ2dnaCYCL8AAABcElEQVRIie2W6W7DIBCE2eVYDvP+r1sWu6kTgzlqpP7oJyWKooFdGBhbiAEUwhaEMLDpkWFDUExfYd38QkQSwruFBYQHY1euIIE9Fmzpo81kBQW+reEKm5qsoLPX90SWwGQB49nr97/wm3D8w+3ndUygAnt9/K5uNNi0VtkQlQmsR2y1watEY9uGXQvkY2Sy19bJmkynCoG4mx8RkIw6QnXMPj8Cd29TcqTBTqCtCBGjUkafRSqvWw568+n4C7AXUV68o1pPZXzNjkBXEfunIBT1VVztbmtZFHkaveSy1pG1RRENxpkSHa6dRdczLl8Usxp1R+ycRPkYtS4ITMJj92OUex295X0cx+jdicYuDXEcI1S3UfAbiLSOSLxfN1HwXLnVBapR8BjVKHiMahQ8RFcUfGK1Ud2vFV1R8In0q93bcOJ5PIQi2Pd2TeBkwvCzZQhKe6TXBU6amF8g2eh1gWOMcfvU/4HTwZ8MnCFuAucLtWYHUypv/UwAAAAASUVORK5CYII=), where ![\mu_j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOCAMAAADHVLbdAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+6urqIiIju7u4yMjIJCQmqqqpGRkbMzMxmZmZ2dnaYmJjc3NwiIiL69ZBJAAAAX0lEQVQImU2Ohw0AIQwDHVqo+6/7Du2xBNLJBQAg8LiEIzEOcrlWXvHitGZmK3rWy6pyRSyqyfdtO3KOmY5vllKtIsnea1C/6keD0fFj17s81RxHnnjJeCQIL0IdP/oBnF4BZ8i3QNoAAAAASUVORK5CYII=) and ![s_j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOCAMAAADDoWbgAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+6urqqqqrc3Nzu7u6IiIhUVFRqamqYmJgyMjIiIiIJCQlERETMzMz//0/xAAAAUklEQVQImU2O2xIAMQRDQ/Wm7f//7rIz3Y0HHEMEgFUVwY1eUNpHsxX8IWtNQhzXdxzZY69eFeuRUsRGdqo6LOrANj53Bnqaq5WpH/IAtrDz5wN1cgEgUUSPzwAAAABJRU5ErkJggg==) are the mean and standard deviation of column ![j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAQCAMAAAAcVM5PAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///+qqqpUVFSYmJjc3Nzu7u4LCwu6urp2dnZEREQyMjIiIiLsS5ARAAAAQklEQVQImW2MSxLAMAhCwU9M0/vftx1DdmEhb0QBWpHb8RTuorPdEauhUEvZnOebgqG+eLVwE5ifk/hHjuROjF3yAS13AK6nVLGCAAAAAElFTkSuQmCC) respectively. If ![\beta_j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAASCAMAAABcgh8DAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX///+qqqq6urqYmJhERETMzMyIiIju7u5UVFTc3Nx2dnZmZmYnJyfCzvueAAAAZUlEQVQYlVWPCQ4AIQwCC7ae+//3bmviRaJxFFBFQiCybCUfnYtYfFLeh9TtBaseci+sltsr6C/WB3vcS4g0BH5tNcX+cEtJI1IGJpsh9Xqcx35yY/N2axtTfrzDzlo4o1ua/Ys/r88BXeolRGMAAAAASUVORK5CYII=) and ![\gamma_j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOCAMAAADDoWbgAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX////u7u6qqqqYmJjc3NyIiIhmZma6urpERETMzMwiIiJUVFR2dnYB+JGrAAAAVklEQVQImU1O0RLAIAjC1Ky2///eFbktHjgF5ASkjQtAAdGiV4V1LmqTHLotWVQkg4T54khJKk5vqqKvVOa1osnebvJIjxm7soSV6mdV7f8c3xnf9QAebsQBCXthYusAAAAASUVORK5CYII=) represent the model coefficients of fit2 and fit3 respectively, then we should have

![\begin{aligned} \beta_0 + \sum_{j=1}^p \beta_j Z_j &= \gamma_0 + \sum_{j=1}^p \gamma_j X_j, \\  \beta_0 + \sum_{j=1}^p \beta_j \frac{X_j - \mu_j}{s_j} &= \gamma_0 + \sum_{j=1}^p \gamma_j X_j, \\  \left( \beta_0 - \sum_{j=1}^p \frac{\mu_j}{s_j} \right) + \sum_{j=1}^p \frac{\beta_j}{s_j} X_j &= \gamma_0 + \sum_{j=1}^p \gamma_j X_j,  \end{aligned}](data:image/png;base64,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)

i.e. we should have ![\gamma_0 = \beta_0 - \sum_{j=1}^p \frac{\mu_j}{s_j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIEAAAAXCAMAAAAbQdw8AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqq6uroHBwdUVFSIiIhmZmaYmJh2dnbu7u7c3NzMzMxEREQqKir44jK6AAABwUlEQVRIicVVi3KEIAxMAgjh8f+/24CnwlTCeZ22OzenyAJLngC/hugchnQ/ZwG25zsiodPmjbE7cjHGIFCyEO/PoQBQ6kt4IsDXBaQRDHXvckuHgPcKZB96dHgFsfxlTQFYw9cgM1j53XuhMGwkKkTj+6gmoKxS2HTzjFC8vz+BjUPnEsTk2zBXi8FKDZLNugBRaPpAYTvlHR5wzUSZ0uZFzmJzBkyWdRIEE6/BPG7PcGoafV3jmpEvbCeO7+2Jy+gp5XrP03w7L2LPEYrXEL0SZ7sC27HQHujMF82DNN/ctTK6lrmKn5uC4BasmoYrT0GtHB32T7yBFwvbwwjfvBBboJY4sG4VzIsWO6WgyQFBprdpQlBdLHJ0FkAa4596KgZFAfK+t58SEpJPsGBJZs/PUO1Ty3Odntv3uIvOAtslYwT2Y1hqCoQZ7atZqAp0Vt82kCR6pTRz2BFHBY6Ge3CdkjybOjidd9NYfQmipnMU2ykQfXXwfnd6q4HEMwoj2VYX6pd7G0SrN7nPUIY0rweMjpfGctxEUktK0LPW+BG2WbNhrOn9ao2/B1JidodbtMOfIruVq6ft+8/w3wperfELUNwJ1w/F7yUAAAAASUVORK5CYII=) and ![\gamma_j = \frac{\beta_j}{s_j}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADMAAAAaCAMAAAAt3JTmAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmaIiIi6uroBAQGqqqrc3Nzu7u6YmJjMzMxUVFRERER2dnYsLCw0/IcuAAAAy0lEQVQ4jbWU6w6DMAiFKchFO9//ddfiZV42Ij9GYqINXzmFUwGeBrGNj5NXREBeScYAkLJ1ylyySHum/pLQ54zm6iCA1oYiJxhmbGVktP6ldehCY15kY31GlcZibYOQ2bvsfTBxtXbMKHtsy3xivBesz45W8CNH0AX8BodjLEt6HvFd25eQVkEt5w3WbsKamvNiojlVx1XJFOYgna6CetsMI4Spe+5q6xJaQaZ6u3IUH4ewD/Fi6xrfXOVGbbbOBWZ/PbBa9O/Maus39VEDTMvIcFoAAAAASUVORK5CYII=) for ![j = 1, \dots, p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFMAAAAQCAMAAABdoLPwAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqpmZmaYmJjc3NwyMjLu7u4LCwtMTEwiIiK6urp2dnaIiIjMzMwgHjwpAAAAu0lEQVQ4ja1U2RKEIAxLt7Xc//+7ixzqg6K7khfKpASbiQAFopgO668YZTv7ssRxma0J0H+axDRFk0MiClJKyODcc01J5BS++O/h+7nPBv5d0yOErGzqbq3ff2eNT++3c/yE0XXUvS54NTvErVqy11fgointDoknS2c568Rm4+BXkbiYkJ3hNgq7k6Wzn0jU57OMW4jcs+7QY4b9FZcPwoFtKYIapSevxCAZnd1SnnM0COcGTbdssq56+AXgzwOeoHdnVgAAAABJRU5ErkJggg==). The code below checks that this is indeed the case (modulo numerical precision):

# get column means and SDs

X\_mean <- colMeans(X)

X\_sd <- apply(X\_centered, 2, function(x) sqrt(sum(x^2) / n))

# check difference for intercepts

fit2\_int <- coefficients(fit2)[1,]

fit3\_int <- coefficients(fit3)[1,]

temp <- fit2\_int - colSums(diag(X\_mean / X\_sd) %\*% fit2$beta)

max(abs(temp - fit3\_int))

# 1.110223e-16

# check difference for feature coefficients

temp <- diag(1 / X\_sd) %\*% fit2$beta

max(abs(temp - fit3$beta))

# 1.110223e-15

The discussion above has been for the standardization of x. What about standardization for y? The documentation notes that when family = "gaussian", y is automatically standardized, and the coefficients are unstandardized at the end of the procedure.

More concretely, let the mean and standard deviation of ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAAKlBMVEUyMjL////u7u66urppaWmYmJiqqqoJCQmIiIgiIiLc3NzMzMxERERUVFSIiLsKAAAASUlEQVQImR3MQRLAIAhD0XwURW3vf93GLph5QCaijYSQ9tkLxqNGdeglsD0iJjARxxHvYvv7doOeucbFHzFmkC5QlGu5lxwVxgdHPwE0cOnhDgAAAABJRU5ErkJggg==) be denoted by ![\mu_y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAOCAMAAAAR8Wy4AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+6urru7u6IiIgyMjKqqqp2dnZJSUnMzMwUFBRmZmaYmJgAAADc3NzT21ZJAAAAZ0lEQVQImU2OgQ6AIAhEDwgwzf//3U4rkw02juMBABxMc6yQIRzyCxEs19/P4XR9cSkRdUOcLOnaP8EolLM4eqtQ8jJDxHlWNOHxIF5vQxW6Fy37+HHjuzUKujbGRdsalEDuU2izAty8TgGwCEEVRgAAAABJRU5ErkJggg==) and ![s_y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAOCAMAAAAolt3jAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqru7u66urrc3NyIiIhUVFSYmJg1NTV2dnbMzMxmZmYiIiIJCQm/48+cAAAAVklEQVQImVWNSQ7AMAgDbZaQrf//blEPCfUB2RKaASBOVZwsg7U7ezOU6PP0ujE3T9/56gclI0+SLNbXSYYkQTo4LsADq+hTVwX0+PvUi3ugyZ0SPoEXkhABX8ZSjxQAAAAASUVORK5CYII=) respectively. If running glmnet on standardized y gives intercept ![\beta_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAQCAMAAAD+iNU2AAAAA3NCSVQICAjb4U/gAAAAJ1BMVEWqqqr///+6urqYmJhUVFSIiIh2dnZERETc3NzMzMxmZmbu7u4qKirq0WCmAAAAbUlEQVQImV2Oiw7FIAhDS0Fl2/3/771lTpeMhMcJFQurANFsTlVc2bmZl8p4udYcrx6M8WCx5Dji2ux37x8OA5ybe8tTn4jztvBL14sgjOXsdCnUAN0G/bDJjum4XLWpX5yhK1KnLWso9Vo/8Qf4AQIEXUbCCQAAAABJRU5ErkJggg==) and coefficients ![\beta_1, \dots, \beta_p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAASCAMAAAA3xpMTAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///+qqqqYmJi6urqIiIjc3Nzu7u7MzMxwcHBUVFREREQfHx+uvqRSAAAAyUlEQVQ4jZWUiw6FIAhAeaio/f//XpTSsm4LtnIMzsnXAmiBjAGcsTCkT2afYmE46av6HCvTlFz90zgzyKU6FSuj00IpyaVYGere7HKsjOUFUvh+vgdzyXNQrdMx+yO29xa18NkxGQtuZG5ic0SytnAeRkoXJoaAWXRVgkwCw0FbsgFOw0x78WBYCkTdWZyL3L81pvi0il4cTMB+OjfH66W34mD0ihQBmRtTKl4anqIXJ7MR4QOR5EVhxcGk8r/1a/j/Oveo/bb/AOvuA3Wwd5alAAAAAElFTkSuQmCC), then glmnet on unstandardized y will give intercept ![\mu_y + s_y\beta_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEIAAAASCAMAAADYBPgtAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqq6urpmZmaIiIiYmJju7u7c3Nx2dnYTExNUVFQyMjLMzMxERERK87WDAAABEklEQVQ4jZ1Ti5LEIAgDCvio/v/vXtTt1l697c0yo51qjCEg0ZfBwvrt2RGGEeUJFT7siWOqjxTbgwip5/+OofyZwpVlupQl14lBGsV+F3Wh2AKFfB5x4pL9/R8jpnQXe6HY82yNdSXx3JWXkul0i9SmIz9JaYIMikzM1tUnCNKFd7+WSjrt6hRRAyC182Oq7LcazhQJu/q2K/BYM6SSsaqp3VCYgm3kcUnRl+HmCyKtLzeDDnxAV2sUNCvD5jpbdFHByNrpgHBhsUKDwoYVI9RokzXFFXKYYtoTKWc5Ube5MKsGH5CDonXKfqkFq+2LY3N0SHmTIz3QuU8IeX6/gNzfwhElUvY/d/8FcdPyIGEJ+QEVjQVfGB3rrAAAAABJRU5ErkJggg==) and coefficients ![s_y\beta_1, \dots, s_y\beta_p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGAAAAASCAMAAACTrCvAAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqqYmJi6urqIiIjc3Nzu7u5UVFTMzMx2dnYZGRlERERmZmYyMjLDOUEkAAABKElEQVQ4jaWVjRaDIAiFBfG/3v91hzZTybU8cU5rddt3QbApNQnQQLP7z+OegHwE/YZ/T9CWP9Ibgz+EbK/TC74kWALdu4F2aZEvEIKwGWVcu+T6wDu7ZDAiJGF3pn8YSw5hyWBESIKOcb/Ijst+PqojohJa+AhCDsQprOyFHlEJ34hcHbUOGag38bHBiGiEEjavFZdjcCvfdcZuOYliYPD7K5qdcIaoBEMEwfNiAaDNrU+lMeBBo1fVAOMxDRinp0McEZWgvVNma3USqo3L7JaypGmGERMhxANxEggUdAY8aXkSpMHtK0OIB+Ik8FZwvqlAyKo/c+LdCIPhJIRYEI2wI44P5O5InvXqd1xFRpwE6wbJB7X4friEQIh/BIt0l+yTEIhUGvwBfLoGbeGo4fYAAAAASUVORK5CYII=).

Again, this can be verified empirically:

# get mean and SD of y

y\_mean <- mean(y)

y\_sd <- sqrt(sum((y - y\_mean)^2) / n)

# fit model with standardized y

fit4 <- glmnet(X, (y - y\_mean) / y\_sd, standardize = TRUE)

# check difference for intercepts

fit4\_int <- coefficients(fit4)[1,]

temp <- fit4\_int \* y\_sd + y\_mean

max(abs(temp - fit3\_int))

# 1.110223e-16

# check difference for feature coefficients

max(abs(y\_sd \* fit4$beta - fit3$beta))

# 8.881784e-16